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Agenda

• Autocorrelation 
• What is it?

• Why is it a problem and how do we diagnose it?


• Solutions  
• Depends on nature of autocorrelation 

• Lag models

• Error models



Autocorrelation
What is it?

Thursday Fri Sat Sun

W in in

Autocorrelation in time

Nearby events often
similar



Autocorrelation
What is it?

similar

5

spatial autocorrelation

Close in space more similar



Autocorrelation
What is it?

slideby yr
calculate the cor



Autocorrelation
What is it? Autocorrelation

function ACF



Autocorrelation
What is it?

ACF O

cor btw
itself

sited the recent past

Neg or at

Glong lags



Autocorrelation
What is it?

Decaying
cylical ACF

1

Lag hours



Autocorrelation
Why is it a problem and how do we diagnose it?

OLS assumption U is i i d as normal

Autocorrelation in your variables

Maybe an issue

Autocorrelation in residuals

BAD



Autocorrelation
Why is it a problem and how do we diagnose it?

iid residuals

Littman
read



Autocorrelation
Why is it a problem and how do we diagnose it?

Hypothesis test

1 Ho No autocor
in residuals

Ha Autocorrelated residuals 4 Calculate your

2 D
p value

I Interpret
reject the null3

Iffy autocor resid



Autocorrelation
Recap

• Observations close in time or space are likely to be similar


• The autocorrelation function quantifies this self-similarity


• If residuals from a model are autocorrelated that means trouble
Jong Soo



Solutions
Depends on nature of autocorrelation 

1 Lags Predictor and respone variables in
the past influence the current value



Solutions
Depends on nature of autocorrelation 

2 Errors

An unobserved variable
Oo

is introducing of
autocorrelated error

o
ppo

directly

go



Solutions
Lag models



Solutions
Lag models



Solutions
Lag models



Solutions
Lag models

OLS Salmon Bo β melt u

Lag SalmonIt Bo β melt t β Salmon It 1

β Melt It u

Autoregressive Distributed Lag Model

ADL I 1



Solutions
Lag models



Solutions
Lag models

• Lag models lag the response and/or predictor variables


• Works if the variables are the source of the autocorrelation


• Violates OLS assumptions - standard errors need to be 
handled with care


• Doesn’t work if there’s a trend


• Also applicable to spatial models!



Solutions
Error models

Unobserved
variable

is
introducing oo

autocorrelated 1
residuals

poor



Solutions
Error models

log zinc elev sqrtdist



Solutions
Error models



Solutions
Error models



Solutions
Error models



Solutions
Error models



Solutions
Error models

• Error models incorporate autocorrelation into the error term


• Works if an unobserved variables is causing autocorrelation


• Requires you to define the neighborhood - and can be 
sensitive to this choice


• Also applicable to temporal models!



Summary

• Autocorrelation 
• Things close in time or space tend to be similar

• Autocorrelated residuals are a big no-no; use tests 

to identify them

• Solutions  

• Lag models incorporate information from nearby 
observations - great when past variables influence 
their future values 


• Error models account for autocorrelation directly 
in the residuals - useful for unobserved sources of 
autocorrelation


